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Abstract — In this paper our objective is to explore
approaches of secure group-oriented communication with
designation and revocation mechanisms simultaneously.
We present a new scheme of Revocation-based broadcast
encryption (RBBE) which is designed on Dan Boneh
et al.’s scheme with the designation mechanism proposed
in 2005. We combine two above-mentioned schemes into a
new cryptosystem, called Dual-mode broadcast encryption
(DMBE). Based on these work, we reach the following
conclusions. We use the DMBE scheme as an example
to show that it is feasible to construct a broadcast en-
cryption scheme that supports designation and revocation
mechanisms simultaneously. The cryptosystem with dual
modes is more efficient than that with single mode over
computational costs, and the performance is improved
to at most O(⌈N/2⌉), where N is the total number of
users in the system. We prove completely that both the
RBBE scheme and the DMBE scheme are semantically
secure against chosen plaintext attack with full collusion
under the decisional bilinear Diffie-Hellman exponent
assumption.
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I. Introduction
Secure group-oriented communication over insecure

channels is an essential cryptographic mechanism that
allows the sender to transmit the message for some
designated receivers in a secure and efficient way. The
existing group-oriented communication can be divided
into two categories:

1)Designation mechanism: a small set of designated
users in system can decrypt the ciphertext;

2)Revocation mechanism: all but a small set of
revoked users in system can decrypt the ciphertext.

Broadcast encryption (BE) is such a technique to im-
plement the secure group-oriented communication. The
concept of broadcast encryption was firstly introduced by
Fiat and Naor in Ref.[1]. In a BE system, a broadcaster
firstly chooses a receiver set and encrypts messages, and
then broadcasts the ciphertext to all the users in the
system while only the users in the chosen set can decrypt
the ciphertext.

There has already existed various researches for
BE with respect to designation mechanism. The scheme
proposed by Dan Boneh et al.[2] in 2005 has been noted
as one of the most significant works because they first
presented a new method for achieving fully collusion
resistant by using groups with bilinear maps. Moreover,
both ciphertexts and private keys are of constant size
(i.e., O(1)) for any subset of receivers, and the public
key size is directly proportional to the total number of
users in the system (i.e., O(N), where N is the total
number of users). Due to its significant breakthrough
on BE, many extensive researches have been done to
explore more efficient and secure schemes. In 2007, Cécile
Delerablée et al.[3] proposed the first Identity-based BE
(IBBE) scheme with O(1)-size ciphertexts and private
keys. Also, in contrast to Dan Boneh et al.’s BE scheme,
the size of public key is improved to linear in the maximal
size m of the set of receivers (i.e., O(m)), which is
smaller than the number of possible users (identities) in
the system. After that, Craig Gentry et al.[4] improved
Dan Boneh et al.’s BE scheme in the aspect of security
and presented the first Adaptively Secure BE scheme
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with sublinear ciphertexts (i.e., O(
√
λ · |S|), where λ

is the security parameter and |S| denotes the number
of users in a designated set S). Recently, Duong-Hieu
Phan et al.[5] also enhanced the selective Chosen-plaintext
attacks (CPA) secure proposal by Dan Boneh et al. with a
new CPA-to-CCA transform method. They proposed an
adaptive Chosen-ciphertext attacks (CCA) secure scheme
based on standard assumptions, which has ciphertexts
that are shorter than those of the previous CCA secure
schemes. Besides these above-mentioned schemes, there
are some other researches about designation mechanism
over BE on efficiency[6,7] and security[8,9].

Another important research direction about BE is
to realize revocation mechanism, which is suitable for
the setting that the number m of authorized users for
decryption is close to that of all users in the system, i.e.,
N − m ≪ N . In 2000, Moni Naor et al.[10] presented a
public-key revocation scheme based on t-threshold secret
sharing, such that it can remove up to t parties and
is secure against a coalition of the t revoked users.
The advantage of this scheme is constant-size private
key, but the computational overheads of a new key,
encryption, and decryption are linear in t (i.e., O(t)).
Yevgeniy Dodis et al.[11] combined Subset difference (SD)
with a Hierarchical IBE (HIBE) scheme[12] to construct
an efficient revocation scheme with the ciphertext size
of O(r), the private key size of O(log2.5 N), and
the public key size of O(logN) for r revoked users.
Michael T. Goodrich et al.[13] addressed the problem
of broadcasting messages to a collection of N devices
which are organized in a tree structure while providing
the ability to revoke an arbitrary subset of those devices.
Their scheme uses O(logN) keys per device to achieve
the broadcast cost of O(r), where r is the number of
revoked devices. In 2007, Cécile Delerablée et al.[14] put
forward two public-key revocation schemes which can
permanently revoke any subgroup of users. Their schemes
are provably resist full collusions of users under the (t, n)-
GDDHE (General decisional Diffie-Hellman exponent)
assumption without any dependency on random Oracles.
Recently, Jianchang Lai et al.[15] addressed the problem of
removing target designated receivers from the ciphertext.
They constructed an anonymous IBBE scheme with full
anonymity, in which only the sender knows the receivers’
identities and the revocation process does not reveal
any information of the plaintext and receiver identity.
However, their scheme is proved to be semantically secure
in the random Oracle model. In addition, there are other
research aspects of revocation mechanism to be explored,
e.g., traitor tracing[16–18].

Through the above scoping review of existing
researches, it is not difficult to find that the construction
supporting dual modes, designation and revocation
mechanisms, is scarcely discussed. Moreover, there seems

to be no evidence that such two mechanisms cannot
coexist in a cryptosystem. Hence, it remains a fascinating
problem to achieve dual mechanisms while keeping fewer
construction discrepancy. Moreover, it is intuitively
plausible that the advantage of BE construction with
dual mechanisms is the decreasing of computational
overheads on encryption and decryption. In addition,
considering that these two mechanisms are opposite (or
complementary) in terms of functionality, we must deal
carefully with the security impact caused by integrating
them into one cryptosystem.

Our Approach In order to design a dual-mode
broadcast encryption supporting both designation and
revocation mechanisms, we get inspiration from the most
well-known scheme proposed by Dan Boneh et al.[2]. First
of all, we observe that they aggregate the elements in a
designated set S to obtain the aggregated value fS of S,
and then use it to achieve encryption on a designated
set. In this process of aggregation, each element e ∈ S

is mapped into a random point in the algebraic system,
then cumulative multiplication is applied on these points
to produce fS in the encryption phase. While in the
decryption phase, all elements in S other than the
specified element e (denoted as S−) are shifted (related to
the element e) and aggregated to fS− . Finally, the value
fS− will be canceled with the shift of fS , such that the
hidden fixed secret would be recovered if e ∈ S.

Given a revoked set R, our revocation scheme
intends to adopt an opposite method, in which we
make an appropriate modification of the above-mentioned
aggregation, i.e., cumulative multiplication on the inverse
of the point corresponding to the element e in R. By
using this method, all elements in the revoked set R are
aggregated to fR in the encryption phase. However, in
the decryption phase all elements in R and the specified
element e (denoted as R+) are shifted (related to the
element e) and aggregated to fR+ . Finally, the value fR+

will be canceled with the shift of fR, such that the hidden
fixed secret would be recovered if e /∈ R.

The above two opposite or complementary methods
bring challenges to Dual-mode broadcast encryption
scheme (DMBE), which are described as follows:

1) How to unify the different private keys in the above
two schemes into one format such that each user only
needs to hold one private key to work in dual modes;

2) How to separately implement the aggregation of
either a specified set S or a revoked set R in the encryption
phase so as to guarantee the ciphertext has a similar form;

3) How to unify the proofs of dual models into one
complete proof in the security analysis of the DMBE
scheme, which is a challenge related to Secure protocol
composition (SPC) problem.

For comparison with the above-described methods,

 20755597, 2019, 3, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/cje.2019.02.005, W

iley O
nline L

ibrary on [13/11/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



An Efficient Broadcast Encryption Supporting Designation and Revocation Mechanisms 447

it is clearly that they both combine aggregation,
shift, and cancellation processes into one cryptosystem
which achieves designation mechanism and revocation
mechanism, respectively. However, these two methods
implement opposite or complementary functionalities
when dealing with two mechanisms. In the aspect of
security, these two schemes also adopt the opposite or
complementary defense approaches, which are described
as follows:

1) In the BE scheme supporting designation
mechanism, if the element e is in the designated set S,
i.e., e ∈ S, it is easy to remove e from S for acquiring
S− = S/{e}. Conversely, it is infeasible to remove e that
does not exist in the set S.

2) In the BE scheme supporting revocation mechanis-
m, if the element e is not in the revoked set R, i.e., e /∈ R,
it is easy to add e into R for acquiring R+ = R ∪ {e}.
Conversely, it is infeasible to add e that does exist in the
set R.

Contributions In this paper our objective is to
explore approaches of secure group-oriented commu-
nication with designation and revocation mechanisms
simultaneously. We present a new scheme of Revocation-
based broadcast encryption (RBBE) which is designed
on Dan Boneh et al.’s scheme over the designation
mechanism. Moreover, we combine two above-mentioned
schemes into a new cryptosystem, called Dual-mode
broadcast encryption. These work confirm the following
results:

1) We use the DMBE scheme as an example to show
that it is feasible to construct a broadcast encryption
scheme that supports designation and revocation mech-
anisms simultaneously;

2) We prove completely that both the RBBE scheme
and the DMBE scheme are semantically secure against
chosen plaintext attack with full collusion under the
Decisional bilinear Diffie-Hellman exponent (DBDHE)
assumption;

3) The cryptosystem with dual modes is more
efficient than that with single mode over computational
costs, e.g., the performance of our scheme is improved to
O(min{|S|, |R|}) ≤ O(⌈N

2
⌉) for any designated set S or

any revoked set R, where N is the total number of users
and |S|+ |R| = N .

In contrast to a single-mode BE scheme, in which
the encryption and decryption should be performed with
computational complexity of O(|S|) or O(|R|), the DMBE
scheme has a considerable computational advantage. This
means that one can determine an encryption mode with
small overheads according to the relationship between the
number of the authorized users and the total number of
users in the system, namely, the designation mechanism
(called Select-mode) is efficient if |S| < N/2; otherwise

(|R| ≤ N/2), the revocation mechanism (called Cut-
mode) is better.

Organization The remainder of our paper is
organized as follows. In Sections II and III, we provide
some definitions basic notions and our RBBE Scheme.
The construction of RBBE is presented in Section IV, as
well as its performance evaluation and security analysis.
We then describe the dual-mode broadcast encryption
cryptosystem and its security proof in Section V. Finally,
we conclude in Section VI.

II. Preliminaries and Definitions
In this section, we firstly give the preliminaries which

are used to build our construction and security proof. And
then we present the Dan Boneh et al.’s BE scheme[2].

1. Bilinear maps
Let G and GT be two cyclic groups of prime order

p. A map e : G×G→ GT is said to be bilinear[19] if the
following conditions hold:

• Bilinear. e(P a, Qb) = e(P,Q)ab for all P,Q ∈ G
and all a, b ∈ Z∗

p.
• Non-Degenerate. There exists some P,Q ∈ G, such

that e(P,Q) ̸= 1, where 1 is the identity of GT .
• Computable. For any P,Q ∈ G, there exists an

efficient algorithm to compute e(P,Q).
In the following sections, we will frequently use the

bilinear map group system S which is denoted as S =

(p,G,GT , e(·, ·)). All the items in S are the same as these
in the definition above.

2. Complexity assumptions
Before describing the complexity assumptions, we

firstly give the definition of negligible function as follows:
Definition 1 (Negligible function[20]) The

function ϵ is negligible if for every c ∈ N there exists
an integer N such that ϵ(k) ≤ 1

kc
for all k ≥ N .

Note that N denotes the nature number set. In
this paper, we use ϵ to denote a negligible function. In
order to simplify the symbol, we use both ∈R and R← to
denote randomly choose an element from the group after
the symbol[21]. The security of our scheme is based on
a complexity assumption called Bilinear Diffie-Hellman
exponent (BDHE) assumption[22]. With the bilinear map
group system S, and a randomly chosen generator g of
G, the Computational bilinear Diffie-Hellman exponent
(CBDHE) problem in S is defined as follows:

Definition 2 (CBDHE problem) Given a (2n+

1)-tuple (g, gt, {gµi}2ni=1,i̸=n) ∈ G2n+1, output e(gµn

, g)t ∈
GT , where µ, t ∈R Z∗

p and n ∈ N.
We define the advantage of an algorithm A in solving

the CBDHE problem as Eq.(1).

AdvINDCBDHE(A)
def
= Pr[A(R) = e(gµ

n

, g)t] (1)
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whereR = (g, gt, {gµi}2ni=1,i̸=n) and the probability is over
the random choice of generator g ∈ G and the random
choice of exponents t, µ ∈ Z∗

p by A. We say that an
algorithm A solves the (ϵ, n)-CBDHE problem if A runs
in probabilistic polynomial-time and AdvINDCBDHE(A) is at
least ϵ, i.e., AdvINDCBDHE(A) ≥ ϵ.

Definition 3 ((ϵ,n)-CBDHE assumption) We
say that the CBDHE assumption is (ϵ, n)-secure in S,
if for all probabilistic polynomial-time algorithms A the
advantage of solving the CBDHE problem is at most ϵ,
i.e., AdvINDCBDHE(A) < ϵ.

Next, we define the Decisional bilinear Diffie-Hellman
exponent problem (DBDHE) in S as follows:

Definition 4 (DBDHE problem) Given a (2n+

1)-tuple (g, gt, {gµi}2ni=1,i ̸=n) ∈ G2n+1 and a random
element W

R← GT as input, output 1 if W = e(gµ
n

, g)t

and 0 otherwise.
We define the advantage of an algorithm B in solving

the DBDHE problem as follows:

AdvINDDBDHE(B)

def
=

∣∣∣∣∣ Pr[B(R, e(gµn

, g)t) = 1 : g
R← G, µ, t

R← Z∗
p]−

Pr[B(R,W ) = 1 : g
R← G, µ, t

R← Z∗
p,W

R← GT ]

∣∣∣∣∣
where R = (g, gt, {gµi}2ni=1,i̸=n). The probability is over
the uniform random choice of the parameters to B and
over the coin tosses of B. We say that an algorithm B
solves the (ϵ, n)-DBDHE problem if B runs in probabilistic
polynomial-time and AdvINDDBDHE(B) is at least ϵ, i.e.,
AdvINDDBDHE(B) ≥ ϵ.

Definition 5 ((ϵ,n)-DBDHE assumption)We
say that the DBDHE assumption is (ϵ, n)-secure in S,
if for all probabilistic polynomial-time algorithms B, the
advantage of solving the DBDHE problem is at most ϵ,
i.e., AdvINDDBDHE(B) < ϵ.

3. Dan Boneh et al.’s BE scheme
In Ref.[2], Dan Boneh et al. proposed a fully collusion

resistant broadcast encryption scheme. There are n users
in their scheme and the user group is denoted as U =

{1, 2, . . . , n}, where n ∈ N. Their scheme designates a
user set such that only the users in the designated set can
decrypt the ciphertext. The scheme is built in S and is
a collection of three polynomial-time algorithms: Setup,
Encrypt and Decrypt. Next, we illustrate their scheme
in detail.
• Setup(n): Let G be a bilinear group of prime order

p. This algorithm firstly picks a random generator g ∈ G
and a random α ∈ Zp. It computes gi = g(α

i) ∈ G for
i = 1, 2, . . . , n, n + 2, . . . , 2n. Next, it picks a random
γ ∈ Zp and sets v = gγ ∈ G. The public key is:

PK = (g, g1, . . . , gn, gn+2, . . . , g2n, v) ∈ G2n+1

The private key for user i ∈ {1, . . . , n} is set as: di = gγi ∈
G. Note that di = vα

i . The algorithm outputs the public
key PK and the n private keys d1, . . . , dn.

• Encrypt(PK,S): Given a set of user identities
S ⊆ U , this algorithm picks a random t ∈ Zp and sets
K = e(gn+1, g)

t ∈ GT . The value e(gn+1, g) can be
computed as e(gn, g1). Next, set

Hdr = (gt, (v ·
∏
j∈S

gn+1−j)
t) ∈ G2 (2)

and output the pair (Hdr,K).
• Decrypt(PK,S,Hdr, i, di): Let Hdr = (C0, C1)

and recall that di ∈ G, the value K is retrieved as Eq.(3).

K = e(gi, C1)/e(di ·
∏

j∈S,j ̸=i

gn+1−j+i, C0) (3)

Their scheme is secure against the collusion over all
invalid receivers. In their construction both ciphertexts
and private keys are of constant size (at most two group
elements), for any designated set of users. However, as
we can see in the Eq.(2), the computational overhead
of Encrypt is linear with the number of users in the
designated set S, which is denoted as |S|. When n is
large and the number of users in S is much closer to n,
the computation is inefficient. Based on this requirement,
we extend their scheme and proposed a new scheme,
called Revocation-based broadcast encryption, which will
be described in the following sections.

III. Definition of Revocation-Based
Broadcast Encryption

In this section we propose a formal definition of the
revocation-based broadcast encryption scheme. And then
we give its security definition.

1. The definition of RBBE scheme
In our scheme, all the valid users outside the revoked

set can decrypt the ciphertext. We set the user group
U = {1, 2, . . . , n − 1}, where n ∈ N and R is a
subset of U , i.e., R ⊆ U . Similar to most definitions
of broadcast encryption, our scheme is a collection of
four algorithms: Setup, KeyGen, Encrypt and Decrypt,
which are described as follows:

• Setup(1κ, U): This algorithm takes as input the
security parameter κ and the user group U . It outputs
the public key PK and the master key MK.

• KeyGen(PK,MK, i): This algorithm takes as
input the public key PK, the master key MK and the
user identity i ∈ U . It outputs the user’s private key ski.

• Encrypt(PK,R): This algorithm takes as input
the public key PK and a revoked set R ⊆ U . It outputs
the ciphertext CR and the session key ek.

• Decrypt(PK,R,CR, i, ski): This algorithm takes
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as input the public key PK, the revoked set R and the
ciphertext CR, such that each user i /∈ R can use his
private key ski to recover ek.

2. Security definition
Firstly, we require the proposed RBBE scheme is

correct, so it must meet the following requirement:
Definition 6 (Correctness) We say that a RBBE

scheme is correct, for each revoked set R ⊆ U , if
(PK,MK)← Setup(1κ, U), ski ← KeyGen(PK,MK, i)

for all i ∈ U and (CR, ek) ← Encrypt(PK,R), then
Decrypt(PK,R,CR, i, ski) = ek for all i /∈ R. That is,

Pr


Decrypt(PK,R,CR, i, ski) = ek :

(PK,MK)← Setup(1κ, U);

ski ← KeyGen(PK,MK, i), ∀ i ∈ U ;

(CR, ek)← Encrypt(PK,R), ∀ R ⊆ U ;

s.t. ∀ i /∈ R;

 ≥ 1−ϵ(κ)

where ϵ(κ) is a negligible function of κ.
Secondly, we define the semantic security against

Chosen plaintext attack with full collusion (IND-CPA-
FC) by using the following game between an adversary
A and a simulator B, which follows the left-or-right
encryption oracle[23].

• Initialization. The adversary A declares the
revoked user set R∗ ⊆ U he wants to attack.

• Setup. The simulator simulates Setup to obtain
the public key PK, and then he sends PK to A.

• Learning. The adversary A makes secret key
queries to the KeyGen Oracle for any user i ∈ R∗.

• Challenge. The adversary A picks two messages
m0 and m1, and then sends them to the simulator.
The simulator randomly picks σ ∈ {0, 1}, and runs
Encrypt(PK,R∗) to acquire the ciphertext CR∗ and
session key ek. At last, the simulator sends the challenge
(CR∗ ,mσ ⊕ ek) to the adversary.

• Response. The adversary A outputs σ∗ ∈ {0, 1}
as the guess. The adversary wins the game if and only if
σ∗ = σ.

In this game, the adversary can designate a revoked
user set R∗ ⊆ U and learn all their secret keys. Here, the
set R∗ is also called an unauthorized set, and we say that
it is Full collusion (FC) if the adversary is able to corrupt
all the users in R∗. Moreover, the scheme is said to be
secure against full collusion attack if the adversary cannot
launch a successful attack even with all secret keys of the
users in R∗.

The above-mentioned game would be used to define
the security of our RBBE construction. Our goal is
to ensure the unpredictability of ek which is the
output of Decrypt algorithm. According to the equiv-
alence of pseudorandomness and unpredictability[24],
the unpredictability of ek can be guaranteed by the
indistinguishability of the ciphtertext mσ ⊕ ek which is

the encryption of mσ by on one-time pad. Hence, we set
AdvINDRBBE(A) denote the advantage that A wins the above
game as Eq.(4).

AdvINDRBBE(A) = |Pr[σ∗ = σ]− 1/2| (4)

Definition 7 (IND-CPA-FC security) We say
that an RBBE scheme is secure against the IND-CPA-FC
game if for all probabilistic polynomial-time algorithmsA,
we have AdvINDRBBE(A) < ϵ, where ϵ is a negligible function.

IV. Construction of Revocation-Based
Broadcast Encryption

Based on the above-mentioned definition, we give a
specific construction of RBBE. The RBBE scheme is an
extendation of Dan Boneh et al.’s scheme in Ref.[2] (see
Section II.3), but our objective is to achieve the revocation
mechanism. In fact, our scheme is particularly efficient for
the case that most users in the group U can decrypt the
ciphertext.

1. The construction of RBBE
Our construction is built on the bilinear map group

system S. In our construction the user group is defined
as U = {1, 2, . . . , n − 1}, where n ∈ N. We present
the construction by describing four algorithms: Setup,
KeyGen, Encrypt and Decrypt, which are described as
below:

• Setup(1κ, U): Given the security parameter κ

and the user group U , this algorithm firstly generates
the bilinear map group system S = (p,G,GT , e(·, ·)).
Secondly, it randomly chooses two elements µ, r in Z∗

p,
picks a generator g of G, and chooses h ∈R G. Thirdly,
it computes w = gr · h. Finally, it computes gi = gµ

i

for i = 1, 2, . . . , n − 1, n + 1, . . . , 2n. The master key
is outputted as MK = (µ, r, h) and the public key is
PK = (g, w, {gi}2ni=1,i̸=n).

• KeyGen(PK,MK, i): For each user i ∈ U , this

algorithm computes his secret key as ski = gri ·
hµi

gn
.

• Encrypt(PK,R): Given the public key PK and the
revoked set R, this algorithm randomly chooses t ∈ Z∗

p.
The ciphertext CR = (C0, C1) can be computed as Eq.(5).

C0 = gt

C1 = (w/
∏
j∈R

gn−j)
t (5)

And then, this algorithm sets the session key ek =

e(gn, g)
t. Note that ek can be computed by ek =

e(gn, g)
t = e(gn−1, g1)

t.
• Decrypt(PK,R,CR, i, ski): On receiving the

ciphertext CR, with the knowledge of PK and the revoked
set R, each user i /∈ R can use his secret key ski to recover
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the session key as Eq.(6).

ek =
e(C1, gi)

e(ski/
∏
j∈R

gn−j+i, C0)
(6)

Correctness We firstly verify the correctness of
our construction, that is, the Decrypt algorithm works
correctly. Suppose i /∈ R, then the user i can recover the
session key as Eq.(7).

ek′ =
e(C1, gi)

e(ski/
∏
j∈R

gn−j+i, C0)

=

e((w/
∏
j∈R

gn−j)
t, gi)

e(gri · hµi/(gn ·
∏
j∈R

gn−j+i), gt)

=

e(gr · h/
∏
j∈R

gn−j , gi)
t

e([gr · h/(gn−i ·
∏
j∈R

gn−j)]µ
i , g)t

(7)

=

e(gr · h/
∏
j∈R

gn−j , gi)
t

[e(gr · h/
∏
j∈R

gn−j , gi)t/e(gn−i, gi)t]

=e(gn−i, gi)
t = e(gn, g)

t = ek

2. Performance evaluation of RBBE
In this subsection, we will analyze the performance

of our RBBE scheme. For simplification, we give several
notations to denote the time for various operations in our
scheme. Let E(G) and E(GT ) denote the exponentiation
operation in G and GT , respectively. M(G) and M(GT )

denote the multiplication in G and GT , respectively.
D(G) and D(GT ) denote the division in G and GT ,
respectively. B denotes the bilinear pairing e : G × G →
GT . Also, we define that n−1 is the number of users in set
U , i.e., |U | = n−1, and |R| denotes the number of users in
set R. The performance evaluation of our RBBE scheme
is presented in Table 1, where lZ∗

p
, lG and lGT

denote
the length of elements in Z∗

p, G and GT , respectively.
We neglect the operations in Z∗

p, since they are much
more efficient than exponentiation operation and pairing
operations.

From Table 1, we can see that the computational
overheads of Setup and KeyGen are directly proportional
to the number of users in U , i.e., |U |. However,
the storage overheads of each user’s secret key and
ciphertext are constant, just one group element and two
group elements, respectively. The computational costs
of Encrypt and Decrypt are directly proportional to the
number of users in revoked set R, such that the smaller
the size of the set R, the better the performance. Hence,
our scheme is more efficient for the case that almost all
users in group are authorized to decrypt the ciphertext.

Table 1. Performance evaluation of the RBBE scheme
Computational complexity Communication/Storage complexity

Setup (2n) · E(G) + 1 ·M(G) (2n+ 1) · lG(PK), 2 · lZ∗
p
+ 1 · lG(MK)

KeyGen |U | · (3 · E(G) + 1 ·M(G) + 1 ·D(G)) (for |U | users) |U | · lG (ski, for |U | users)
Encrypt 2 · E(G) + 1 · E(GT ) + (|R| − 1) ·M(G) + 1 ·D(G) + 1 ·B 2 · lG (CR)
Decrypt (|R| − 1) ·M(G) + 1 ·D(G) + 2 ·B + 1 ·D(GT ) 1 · lGT

(ek)

3. Security analysis of RBBE
In this subsection, we provide the security analysis of

our RBBE scheme. We now prove that our RBBE scheme
is semantically secure against chosen plaintext attack with
full collusion.

Theorem 2 (Semantic security) Our RBBE
scheme for group with n − 1 users is (ϵ, n) semantically
secure against chosen plaintext attack with full collusion
under the (ϵ, n)-DBDHE assumption in S, and the
advantage of the adversary A is AdvINDRBBE(A) < ϵ.

Proof Suppose there exists an adversary A can
break our RBBE scheme with the advantage ϵ, that is,
AdvINDRBBE(A) ≥ ϵ. Given the user group U = {1, 2, . . . , n−
1}, our objective is to build a simulator B to solve the
DBDHE problem: given elements (G,Gt, {Gµi}2ni=1,i ̸=n) ∈
G2n+1 and W

R← GT to output 1 if W = e(Gµn

, G)t,
otherwise output 0. We utilize the following game to

depict the construction of B.
• Initialization. The adversary A declares the set

R∗ ⊆ U he wants to attack.
• Setup. The simulator B simulates Setup to obtain

the public key PK. And then he sends PK to the
adversary A. This process is divided into the following
4 steps:

1) Set g = G, where G is a generator of G;
2) Set Gi = Gµi for i = 1, 2, . . . , n− 1, n+ 1, . . . , 2n,

so we have gi = gµ
i

= Gµi

= Gi, where µ ∈ Z∗
p and µ is

unknown;
3) Randomly select λ in Z∗

p, set r = λ+
∑

j∈R∗ µn−j

and r is unknown;
4) Randomly select δ in Z∗

p, set h = Gδ, so we can
compute w = gr · h = Gλ+δ ·

∏
j∈R∗

Gn−j .

Finally, B sends PK := (g = G,w = gr · h =
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Gλ+δ ·
∏

j∈R∗
Gn−j , {Gµi}2ni=1,i ̸=n) to A.

Note that λ and δ are chosen uniformly at random,
this public key has an identical distribution to that in the
actual construction.
• Learning. The adversary A makes secret key

queries to the KeyGen Oracle for any user i ∈ R∗. Due to
Gn ∈

∪
j∈R∗
{Gn−j+i}, the secret key ski can be computed

as Eq.(8).

ski =gri ·
hµi

gn
= Gr

i ·
Gδ

i

Gn

=Gλ+δ
i ·

∏
j∈R∗

Gn−j+i

Gn

=Gλ+δ
i ·

∏
j∈R∗,j ̸=i

Gn−j+i (8)

Remark: Note that it is infeasible for the simulator
to generate the secret key corresponding to the user that
not in the revoked set R∗. The reason is that if the user
i /∈ R∗, B cannot compute Gλ+δ

i ·
∏

j∈R∗ Gn−j+i

Gn
because

Gn is unknown and Gn /∈
∪

j∈R∗
{Gn−j+i}.

• Challenge. The adversary A picks two messages
m0 and m1, and then sends them to the simulator. The
simulator B randomly picks σ ∈ {0, 1}, and simulates
the Encrypt algorithm to acquire CR∗ and the ciphertext
of mσ as follows: with the known Gt, the ciphertext
CR∗ = (C0, C1) can be computed as Eq.(9).

C0 = gt = Gt,

C1 = (w/
∏
j∈R∗

gn−j)
t = (Gt)λ+δ (9)

B sets ek = e(gn, g)
t = e(Gn, G

t) = e(Gn, G)t = W ,
such that the ciphertext of mσ is mσ ⊕W . Finally, the
simulator B sends the challenge (CR∗ ,mσ ⊕ W ) to the
adversary.

• Response. The adversary A outputs σ∗ ∈ {0, 1} as
the guess. If σ∗ = σ, B outputs 1; otherwise outputs 0.

Availability of secret keys At first, we illustrate
the availability of the queried secret key ski. Here we
choose a set R′ ⊆ R∗ = U \ R∗ to see whether the secret
key ski is valid. In this setting, the user i is not a member
in R′, i.e, i /∈ R′. We choose t′ in Z∗

p randomly, the session
key is ek = e(Gn, G)t

′ and the ciphertext CR′ = (C ′
0, C

′
1)

can be computed as follows:
C ′

0 = gt
′
= Gt′

C ′
1 = (w/

∏
j∈R′

gn−j)
t′

= [Gλ+δ · (
∏
j∈R∗

Gn−j)/(
∏
j∈R′

Gn−j)]
t′

And then, the user i can run the Decrypt algorithm
to recover ek as Eq.(10).

ek′ =e(C ′
1, gi)/e(ski/

∏
j∈R′

gn−j+i, C
′
0)

=

e(Gλ+δ · (
∏
j∈R∗

Gn−j)/(
∏
j∈R′

Gn−j), Gi)
t′

e(Gλ+δ
i ·

∏
j∈R∗,j ̸=i

Gn−j+i/
∏
j∈R′

Gn−j+i, G
t′)

=

e(Gλ+δ · (
∏
j∈R∗

Gn−j)/(
∏
j∈R′

Gn−j), G)µ
it′

e(Gλ+δ ·
∏

j∈R∗,j ̸=i

Gn−j/
∏
j∈R′

Gn−j , G)µ
it′

=e(Gn−i, G)µ
it′ = e(Gn−i, Gi)

t′

=e(Gn, G)t
′
= ek (10)

So we end the description on the availability of the
secret key ski constructed by the simulator.

Advantage evaluation Next, we analyze the
advantage of the adversary A in attacking our RBBE
scheme.

According to the definition of AdvINDRBBE(A), we have
the following equation as Eq.(11):

AdvINDRBBE(A) = |Pr[σ∗ = σ]− 1/2|
= 1/2|Pr[σ∗ = σ]− Pr[σ∗ ̸= σ]|

= 1/2

∣∣∣∣ Pr[σ∗ = 1|σ = 1]−
Pr[σ∗ = 1|σ = 0]

∣∣∣∣
(11)

Note that the probability Pr[σ∗ = σ] in the above
equation is under the precondition of W = e(Gn, G)t.
With the help of the advantage of A in attacking our
RBBE scheme, the simulator B can solve the DBDHE
problem with nonnegligible probability. Next we will
compute AdvINDDBDHE(B). Remember that when W is
ineffective, that is, W R← GT , the output of A is depended
on the random guess with 1/2 possibility, so we have
Pr[σ∗ = σ|W R← GT ] = Pr[σ∗ ̸= σ|W R← GT ] = 1/2. We
use W ←D GT to denote that W is effective, i.e., W =

e(Gn, G)t. Set L = (G,Gt, {Gµi}2ni=1,i ̸=n, e(Gn, G)t). The
computation process is as Eq.(12).

AdvINDDBDHE(B)

=
Pr[B(L, e(Gn, G)t) = 1 : G

R← G, µ, t
R← Z∗

p]

−Pr[B(L,W ) = 1 : G
R← G,W

R← GT , µ, t
R← Z∗

p]

= |Pr[σ∗ = σ|W ←D GT )]− Pr[σ∗ = σ|W R← GT ]|

=
Pr[σ∗ = 1|σ = 1 ∧W ←D GT ] · 1/2
+Pr[σ∗ = 0|σ = 0 ∧W ←D GT ] · 1/2− 1/2

= 1/2

∣∣∣∣ Pr[σ∗ = 1|σ = 1 ∧W = e(Gn, G)t]

−Pr[σ∗ = 1|σ = 0 ∧W = e(Gn, G)t]

∣∣∣∣ (12)
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Based on the above two equations, we get
AdvINDDBDHE(B) = AdvINDRBBE(A). According to the hypoth-
esis that AdvINDRBBE(A) ≥ ϵ, we have AdvINDDBDHE(B) ≥ ϵ.
This is opposite to the definition of DBDHE assumption.
So the hypothesis is wrong, i.e., AdvINDRBBE(A) < ϵ.
Consequently, our RBBE scheme is (ϵ, n) semantically
secure against chosen plaintext attack with full collusion
under the (ϵ, n)-DBDHE assumption in S, and the
advantage of the adversary A is AdvINDRBBE(A) =

AdvINDDBDHE(B) < ϵ.

V. Dual-Mode Broadcast Encryption
In this section, we present a new scheme, called Dual-

mode broadcast encryption (DMBE), which is a mixture
of Dan Boneh et al.’s scheme and our RBBE scheme.
With the help of such a mixture, the DMBE system
supports dual modes: Select–mode and Cut–mode,
where we utilize Dan Boneh et al.’s scheme to achieve
Select–mode while the Cut–mode is realized by our
RBBE scheme.

1. The construction of DMBE
The user group in our DMBE scheme is also U =

{1, 2, . . . , n − 1}, i.e., |U | = n − 1. We can easily see
that U = S ∪ R. Exactly, the Select–mode is used
to achieve that a minority of users can decrypt the
ciphertext, that is, |S| < |U |

2
, while the Cut–mode is

used to achieve that a majority of users can decrypt the
ciphertext, that is, R = U \ S and |R| ≤ |U |

2
. The dual

modes are extremely essential for secure group-oriented
communication because the computational overhead is
optimized to O(min{|S|, |R|}). The construction of
DMBE is described as follows:
• Setup(1κ, U): Given the security parameter κ

and the user group U , this algorithm firstly generates
the bilinear map group system S = (p,G,GT , e(·, ·)).
Secondly, it randomly chooses two elements µ, r in Z∗

p,
picks a generator g of G and chooses h ∈R G. Thirdly,
it computes v = gr and w = gr · h. Finally, it
computes gi = gµ

i for i = 1, 2, . . . , n − 1, n + 1, . . . , 2n

and hi = hµi

/gn for i = 1, 2, . . . , n − 1. The master
key is outputted as MK = (µ, r) and the public key is

PK = (g, v = gr, w = gr · h, {hi}n−1
i=1 , {gi}2ni=1,i̸=n).

• KeyGen(PK,MK, i): For each user i ∈ U , this
algorithm computes his secret key ski = gri .

• Encrypt(PK,S/R,mode): Given the public key
PK, the set S or R corresponding to different mode ∈
{Select, Cut}, this algorithm chooses t ∈ Z∗

p randomly.
The ciphertext C is composed of (C0, C1), where C0 = gt

and C1 is defined as follows:

C1 =

(v ·
∏

j∈S
gn−j)

t for Select–mode

(w/
∏

j∈R
gn−j)

t for Cut–mode

Finally, this algorithm sets the session key ek =

e(gn, g)
t = e(gn−1, g1)

t and outputs (C, ek).
• Decrypt(PK,S/R,mode,C, i, ski): On receiving

the ciphertext C, with the knowledge of PK, the set S or
R, the ciphertext C and the chosen mode, either the user
i ∈ S for Select–mode or the user i /∈ R for Cut–mode

can use ski to recover the session key as follows:

ek =



e(C1, gi)

e(ski ·
∏

j∈S,j ̸=i

gn−j+i, C0)
for Select–mode

e(C1, gi)

e(ski · hi/
∏
j∈R

gn−j+i, C0)
for Cut–mode

It is easy to see that the secret key ski = gri is

different from ski = gri ·
hµi

gn
in our RBBE scheme. The

reason is to keep consistent with Dan Boneh et al.’s
scheme. For such a difference, we insert n − 1 elements,

hi =
hµi

gn
for i = 1, 2, . . . , n − 1, into the public key PK

to guarantee the successful decryption. Moreover, in the
encryption phase, we can find out an interesting fact that
two different elements, v and w, are used to produce
the ciphertext under different modes, i.e., v is used for
Select–mode and w is used for Cut–mode, respectively.
All others besides that in DMBE are the same as the
previous schemes, i.e., the Dan Boneh et al.’s scheme and
our RBBE scheme.

Table 2. Performance evaluation of the DMBE scheme
Computational complexity Communication/Storage complexity

Setup (3n) · E(G) + 1 ·M(G) + (n− 1) ·D(G) (3n+ 1) · lG(PK), 2 · lZ∗
p
(MK)

KeyGen |U | · E(G) (for |U | users) |U | · lG (ski, for |U | users)

Encrypt 2 · E(G) + 1 · E(GT ) + |S| ·M(G) + 1 ·B (Select-mode) 2 · lG (CS) (Select-mode)
2 · E(G) + 1 · E(GT ) + (|R| − 1) ·M(G) + 1 ·D(G) + 1 ·B (Cut-mode) 2 · lG (CR) (Cut-mode)

Decrypt (|S| − 1) ·M(G) + 2 ·B + 1 ·D(GT ) (Select-mode) 1 · lGT
(ek) (Select-mode)

|R| ·M(G) + 1 ·D(G) + 2 ·B + 1 ·D(GT ) (Cut-mode) 1 · lGT
(ek) (Cut-mode)
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Next we consider the validity of this scheme.
According to these two modes described above, we have
two cases. For case mode = Select, each user i ∈ S can
recover the session key as Eq.(13). For case mode = Cut,
each user i /∈ R can recover the session key as Eq.(14).

ek′ =
e(C1, gi)

e(ski ·
∏

j∈S,j ̸=i

gn−j+i, C0)

=

e(v ·
∏
j∈S

gn−j , gi)
t

e(gri ·
∏

j∈S,j ̸=i

gn−j+i, g)t

=

e(gr ·
∏
j∈S

gn−j , gi)
t

e((gr ·
∏

j∈S,j ̸=i

gn−j)µ
i , g)t

=e(gn−i, gi)
t = e(gn, g)

t = ek (13)

ek′ =
e(C1, gi)

e(ski · hi/
∏
j∈R

gn−j+i, C0)

=

e(w/
∏
j∈R

gn−j , gi)
t

e(gri · hµi/(gn ·
∏
j∈R

gn−j+i), g)t

=

e(gr · h/
∏
j∈R

gn−j , gi)
t

e((gr · h/(gn−i ·
∏
j∈R

gn−j))µ
i , g)t

=e(gn−i, gi)
t = e(gn, g)

t = ek (14)

2. Performance evaluation of DMBE
The performance evaluation of the DMBE scheme

is described in Table 2. We define that |S| and |R| are
the number of users in the authorized and unauthorized
set, respectively. And, we have |S| + |R| = |U | =

n − 1. For sake of clarity, the notations used are
the same as defined in Section IV.2. In Table 2,
the private key of each user is just a group element,
which has fixed lG length and E(G) computational cost.
Moreover, the total overheads of KeyGen in system are
|U | · E(G) for computational complexity and |U | · lG for
storage complexity, respectively. The algorithm Encrypt

and Decrypt can be performed with computational
complexity of either O(|S|) or O(|R|) for each mode. In
addition, both the session key and the ciphertext are
constant size for each mode.

From Table 2, it is easy to see that the discrepancies
in computational overheads on Encrypt are |S| · M(G)

for Select-mode and (|R| − 1) ·M(G) + 1 ·D(G) for Cut-
mode, respectively. Assume that multiplication consumes
nearly the same computational time as division in G,
i.e., M(G) ≈ D(G). The above overheads are further
simplified as |S| ·M(G) for Select-mode and |R| ·M(G)

for Cut-mode, respectively. Similarly, the differences
on Decrypt are (|S| − 1) · M(G) for Select-mode and
(|R| + 1) · M(G) for Cut-mode, respectively. By using
them, the performance can be optimized with respect to
the following two aspects:

• When Select-mode is chosen, we require that the
equations, |S| ≤ |R| for Encrypt and |S|− 1 ≤ |R|+1 for
Decrypt, should be satisfied simultaneously. According
to |S| + |R| = |U |, we easily acquire the condition |S| ≤
⌊n− 1

2
⌋, under which the overheads for Select-mode are

smaller than those for Cut-mode.
• When Cut-mode is chosen, the equations, both

|S| ≥ |R| for Encrypt and |S| − 1 ≥ |R|+ 1 for Decrypt,
should be satisfied. We also reach a conclusion that when
the condition |S| ≥ ⌈n+ 1

2
⌉ holds, the Cut-mode is more

efficient than the Select-mode to encrypt and decrypt the
message.

To summarize, the choice of encryption mode will
be uniquely determined by the relationship between the
number of the authorized users and the total number
of users in the system. Namely, the Select-mode
should be chosen if |S| < |U |/2; otherwise (|R| ≤
|U |/2)** , the Cut-mode is chosen. Under this case,
the computational complexity of our scheme can be
optimized to O(min{|S|, |R|}) ≤ O(⌈ |U |

2
⌉). This means

that the performance of the DMBE scheme with dual
modes is more efficient than that of the previous schemes
supporting single mode.

By integrating such two modes, our DMBE scheme
can help to improve the performance of secure group-
oriented communication. Take the Email system as an
example, there are usually two kinds of messages: one
is the regular-mail messages that are sent only to a few
friends; another is the notified messages (such as official
document, bulletin, meeting announcement, etc.) which
are usually used to broadcast messages. Our DMBE
scheme is directly applicable to such a practical scenario:
Select-mode for the former, and Cut-mode for the latter.

3. Security analysis of DMBE
In the DMBE scheme, we insert n − 1 elements

(h1, . . . , hn−1) into PK, which have no influence on the
security of the new scheme due to the unknown µ and gn.
Next, we give the proof on the semantic security of the
proposed DMBE scheme.

Theorem 2 The DMBE scheme is (ϵ, n) seman-
tically secure against chosen plaintext attack with full

** When n is even, there exists the similar computational overheads on |S| = n/2 (|R| = n/2− 1) for both modes.
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collusion under the (ϵ, n)-DBDHE assumption in S, and
the advantage of the adversary A is AdvINDDMBE(A) < ϵ.

Proof Suppose there exists an adversary A who
can break our DMBE scheme with the advantage ϵ,
that is, AdvINDDMBE(A) ≥ ϵ. Given the user group
U = {1, 2, . . . , n − 1}, our objective is to build a
simulator B to solve the DBDHE problem: given elements
(G,Gt, {Gµi}2ni=1,i̸=n) ∈ G2n+1 and W

R← GT to output 1
if W = e(Gµn

, G)t, otherwise output 0. We utilize the
following game to depict the construction of B.

• Initialization. The adversary A declares the set
S∗ ⊆ U which he wants to attack, so the revocation set is
R∗ = U \ S∗.
• Setup. The simulator B simulates Setup to obtain

the public key PK. And then he sends PK to the
adversary A. This process is divided into the following
5 steps:

1) Set g = G, where G is a generator of G;
2) Set Gi = Gµi for i = 1, 2, . . . , n− 1, n+ 1, . . . , 2n,

so we have gi = gµ
i

= Gµi

= Gi, where µ ∈ Z∗
p and µ is

unknown;
3) Randomly select λ in Z∗

p, set r = λ+
∑

j∈S∗ µn−j

and r is unknown;
4) Randomly select δ in Z∗

p, set h = Gδ ·
∏
k∈U

Gn−k, so

we can compute v = gr = Gλ ·
∏

j∈S∗
Gn−j and w = gr ·h =

Gλ+δ ·
∏

j∈S∗
Gn−j ·

∏
k∈U

Gn−k ;

5) Compute

hi =
hµi

gn
=

Gδ
i ·

∏
k∈U

Gn−k+i

Gn

= Gδ
i ·

∏
k∈U,k ̸=i

Gn−k+i

Finally, B sends PK := (g, v, w, {hi}n−1
i=1 , {gi}2ni=1,i̸=n)

to A. Note that λ and δ are chosen uniformly at random,
this public key has an identical distribution to that in the
actual construction.

• Learning. The adversary A makes secret key
queries to the KeyGen Oracle for any user i ∈ R∗. The
secret key ski can be computed as Eq.(15).

ski = gri = Gr
i = Gλ

i ·
∏

j∈S∗
Gn−j+i (15)

Remark. Note that it is infeasible for the simulator to
generate the secret key corresponding to the user that
in the designated set S∗. The reason is that if the user
i ∈ S∗, B cannot compute

∏
j∈S∗ Gn−j+i because Gn is

unknown.
• Challenge. The adversary A picks two messages

m0 and m1, selects mode ∈ {Select, Cut}, and then
sends them to the simulator. The simulator B randomly

picks σ ∈ {0, 1}, and simulates the Encrypt algorithm to
acquire C = (C0, C1). With the known Gt, the ciphertext
C can be computed according to the specified mode,
where C0 = Gt and C1 can be computed as follows:

C1 =


(v ·

∏
j∈S∗

gn−j)
t for Select–mode

(w/
∏
j∈R∗

gn−j)
t for Cut–mode

where

(v ·
∏
j∈S∗

gn−j)
t =(Gλ ·

∏
j∈S∗

Gn−j ·
∏
j∈S∗

Gn−j)
t

(w/
∏
j∈R∗

gn−j)
t =(Gλ+δ ·

∏
j∈S∗

Gn−j ·
∏
j∈S∗

Gn−j)
t

B sets ek = e(gn, g)
t = e(Gn, G

t) = W , such that the
chosen message mσ is encrypted by mσ⊕W . Finally, the
simulator B sends the challenge (C,mode,mσ⊕W ) to the
adversary.

• Response. The adversary A outputs σ∗ ∈ {0, 1} as
the guess. If σ∗ = σ, B outputs 1; otherwise outputs 0.

Availability of secret keys At first, we illustrate
the availability of the queried secret key ski. Here we
choose a set S′ and S′ ∩ R∗ ̸= ∅ such that R′ = U \ S′,
our goal is to check the secret key ski (i ∈ S′ ∩ R∗)
constructed above is valid. In this setting, the user i is
not a member in R′, i.e., i /∈ R′. We choose t′ in Z∗

p

randomly, set the session key ek = e(Gn, G)t
′ , and the

ciphertext CR′ = (C ′
0, C

′
1) where C ′

0 = gt
′
= Gt′ and C ′

1

is computed as follows:

C ′
1 =


(v ·

∏
j∈S′

gn−j)
t′ for Select–mode

(w/
∏
j∈R′

gn−j)
t′ for Cut–mode

where

(v ·
∏
j∈S′

gn−j)
t′ =(Gλ ·

∏
j∈S∗

Gn−j ·
∏
j∈S′

Gn−j)
t′

(w/
∏
j∈R′

gn−j)
t′ =(Gλ+δ ·

∏
j∈S∗

Gn−j ·
∏
j∈S′

Gn−j)
t′

And then, the user i can run the Decrypt algorithm to
recover ek′ in terms of the mode.

If mode = Select, the user i ∈ S′ can recover the
session key as follows:

ek′ =e(C ′
1, gi)/e(ski ·

∏
j∈S′,j ̸=i

gn−j+i, C
′
0)
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=

e(Gλ ·
∏
j∈S∗

Gn−j ·
∏
j∈S′

Gn−j , Gi)
t′

e(Gλ
i ·

∏
j∈S∗

Gn−j+i ·
∏

j∈S′,j ̸=i

Gn−j+i, Gt′)

=

e(Gλ ·
∏
j∈S∗

Gn−j ·
∏
j∈S′

Gn−j , G
µi

)t
′

e((Gλ ·
∏
j∈S∗

Gn−j ·
∏

j∈S′ ,j ̸=i

Gn−j)
µi

, G)t
′

=

e(Gλ ·
∏
j∈S∗

Gn−j ·
∏
j∈S′

Gn−j , G)µ
it′

e(Gλ ·
∏
j∈S∗

Gn−j ·
∏

j∈S′ ,j ̸=i

Gn−j , G)µ
it′

=e(Gn−i, G)µ
it′ = e(Gn−i, Gi)

t′

=e(Gn, G)t
′
= ek

If mode = Cut, the user i /∈ R′ can also recover the
session key as follows:
ek′ =e (C ′

1, gi) /e(ski · hi/
∏
j∈R′

gn−j+i, C
′
0)

=

e(Gλ+δ ·
∏
j∈S∗

Gn−j ·
∏
j∈S∗

Gn−j , Gi)
t′

e


Gλ+δ

i ·
∏
j∈S∗

Gn−j+i ·
∏

k∈U,k ̸=i

Gn−k+i∏
j∈R′

Gn−j+i

, Gt′



=

e(Gλ+δ ·
∏
j∈S∗

Gn−j ·
∏
j∈S′

Gn−j , G
µi

)t
′

e



Gλ+δ ·

∏
j∈S∗

Gn−j ·
∏

k∈U,k ̸=i

Gn−k∏
j∈R′

Gn−j


µi

, G


t′

=

e(Gλ+δ ·
∏
j∈S∗

Gn−j ·
∏
j∈S′

Gn−j , G)µ
it′

e(Gλ+δ ·
∏
j∈S∗

Gn−j ·
∏

j∈S′ ,j ̸=i

Gn−k, G)µ
it′

=e (Gn−i, G)
µit′

= e (Gn−i, Gi)
t′

=e (Gn, G)
t′
= ek

So we end the description on the availability of the
secret key ski constructed by the simulator.

Advantage evaluation The computation of
AdvINDDMBE(A) and AdvINDDBDHE(B) is similar to that in
the proof of Theorem 1. Based on Eqs. (11) and (12),
AdvINDDMBE(A) and AdvINDDBDHE(B) can be computed as
follows:

AdvINDDMBE(A) = |Pr[σ∗ = σ]− 1/2|

= 1/2

∣∣∣∣ Pr[σ∗ = 1|σ = 1]

−Pr[σ∗ = 1|σ = 0]

∣∣∣∣

AdvINDDBDHE(B)

=
Pr[B(L, e(Gn, G)t) = 1 : G

R← G, µ, t
R← Z∗

p]

−Pr[B(L,W ) = 1 : G
R← G,W

R← GT , µ, t
R← Z∗

p]

= 1/2

∣∣∣∣Pr[σ∗ = 1|σ = 1 ∧W = e(Gn, G)t]

−Pr[σ∗ = 1|σ = 0 ∧W = e(Gn, G)t]

∣∣∣∣
Based on the advantage evaluation, we get

AdvINDDBDHE(B) = AdvINDDMBE(A). According to the hypoth-
esis that AdvINDDMBE(A) ≥ ϵ, we have AdvINDDBDHE(B) ≥ ϵ.
This is opposite to the definition of DBDHE assumption.
So the hypothesis is wrong, i.e., AdvINDDMBE(A) < ϵ.
Consequently, our DMBE scheme is (ϵ, n) semantically
secure against chosen plaintext attack with full collusion
under the (ϵ, n)-DBDHE assumption in S, and the
advantage of the adversary A is AdvINDDMBE(A) < ϵ.

VI. Conclusions
In this paper we explore approaches to achieve

secure group-oriented communication with designation
and revocation mechanisms simultaneously. Based on this
requirement, we present a new provable secure scheme of
RBBE which is designed on Dan Boneh et al.’s scheme
over the designation mechanism. Finally, we combine two
above-mentioned schemes into a new cryptosystem, called
Dual-mode broadcast encryption.

From the above work we can see that it is
feasible to construct a BE cryptosystem which supports
designation and revocation mechanisms, simultaneously.
Our approach is to integrate such two opposite or
complementary functionalities into one cryptosystem by
designing the similar aggregation, shift, and cancellation
methods. Moreover, we find that the computational costs
of cryptosystem with dual modes is more efficient than
that with single mode.
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